MVOR: A Multi-view RGB-D Operating Room Dataset for 2D and 3D Human Pose Estimation
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Abstract. Person detection and pose estimation is a key requirement to develop intelligent context-aware assistance systems. To foster the development of human pose estimation methods and their applications in the Operating Room (OR), we release the Multi-View Operating Room (MVOR) dataset, the first public dataset recorded during real clinical interventions. It consists of 732 synchronized multi-view frames recorded by three RGB-D cameras in a hybrid OR. It also includes the visual challenges present in such environments, such as occlusions and clutter. We provide camera calibration parameters, color and depth frames, human bounding boxes, and 2D/3D pose annotations. In this paper, we present the dataset, its annotations, as well as baseline results from several recent person detection and 2D/3D pose estimation methods. Since we need to blur some parts of the images to hide identity and nudity in the released dataset, we also present a comparative study of how the baselines have been impacted by the blurring. Results show a large margin for improvement and suggest that the MVOR dataset\textsuperscript{1} can be useful to compare the performance of the different methods.
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1 Introduction

2D and 3D multi-person pose estimation methods have been intensively researched in computer vision for a few decades. They are needed to give machines a better understanding of human activities and thereby enable the analysis of complex visual content and the development of more sophisticated human-computer interactions. Detecting and localizing parts of an articulated object is a difficult task because it requires to capture both part appearances and the structure of the object. Although the rise of deep learning has lead to large improvements, there are still challenging situations, such as crowded scenes with

\textsuperscript{1} The MVOR dataset is available at \url{http://camma.u-strasbg.fr/datasets}
occluded and interleaved keypoints. Modern operating rooms present such scenarios with high visual complexity due to occlusion and clutter from various equipment, loose clothes worn by clinicians, and the proximity of the persons present in the scene, as illustrated in Fig. 1. Our evaluation results reported in [7] show drastic drops in the performance of state-of-the-art methods on challenging OR data.

The availability of large-scale annotated datasets has been key to the recent progress in human detection and pose estimation. 2D datasets such as Microsoft COCO[9] and MPII[1] include scenes with a wide amount of variability. 3D multi-view datasets, such as Human3.6M[6], HumanEva[13], and IXMAS[15], provide both 2D and 3D annotations, but with a single person performing actions in a controlled environment. As these 3D datasets do not cover real-world challenges, models trained on such data do not generalize well to these complex scenes. The MultiHumanOR dataset introduced in [2] is a multi-view OR dataset with 2D and 3D human poses. However, it was captured during activities simulated by actors.

We wish to introduce a new multi-view dataset illustrating the complexity of the challenging OR environment and containing data captured during real interventions. It is the first public dataset for human pose estimation featuring real clinical data and also the first multi-person multi-view RGB-D dataset containing 3D poses captured during real activities. We hope that releasing this dataset will foster research in 2D and 3D human pose estimation and the development of the related clinical applications.

We present below the dataset, the annotations and the results of several baselines. Since some parts of the images needed to be blurred for anonymization, we also present a comparative study illustrating the impact of the blurring process on the results.

2 MVOR Dataset

2.1 Data

The MVOR dataset consists of 732 multi-view frames[3] sampled from four days of recording in an interventional room at the University Hospital of Strasbourg during procedures such as vertebroplasty and lung biopsy. The ground truth annotations consist of 4699 human bounding boxes, 2926 2D upper-body poses and 1061 3D upper-body poses. The multi-view recording was performed using three RGB-D cameras (Asus Xtion Pro) mounted on the ceiling using articulated arms. The cameras were mounted in such a way as to capture the key activities around the operating table as shown in Fig. 2. Multi-view person and part visibility statistics are shown for the 3D annotations in Table 1. The image and depth data were captured at 20 FPS in 640x480 VGA resolution using a recording software developed in-house. The intrinsic camera parameters of each

---

3 We define a multi-view frame as the set of RGB-D images recorded from all cameras at the same time step.
Fig. 1: Multi-view images captured by 3 RGBD cameras during a live intervention, illustrating the high visual complexity of an operating room. Three persons are visible in the scene, besides the patient.

<table>
<thead>
<tr>
<th>Persons</th>
<th>Head</th>
<th>Neck</th>
<th>Shoulder</th>
<th>Hip</th>
<th>Elbow</th>
<th>Wrist</th>
</tr>
</thead>
<tbody>
<tr>
<td>L R L R</td>
<td></td>
<td></td>
<td>L R L R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-view</td>
<td>563</td>
<td>495</td>
<td>497 L R</td>
<td>418</td>
<td>395 L</td>
<td>419 R</td>
</tr>
<tr>
<td>Two-view</td>
<td>426</td>
<td>419</td>
<td>424 L R</td>
<td>385</td>
<td>392 L</td>
<td>354 R</td>
</tr>
<tr>
<td>One-view</td>
<td>132</td>
<td>127</td>
<td>129 L R</td>
<td>125</td>
<td>128 L</td>
<td>119 R</td>
</tr>
</tbody>
</table>

Table 1: Multi-view statistics for the 3D annotations: number of persons and body parts visible in one, two or three views.

camera were computed using a calibration pattern. The rigid transformation between the cameras and transformation of each camera to the global coordinate system were done in the two-step process as described in [14][10]. The operating table was considered to be the reference for the global coordinate system.

In the dataset, the color images needed to be blurred to ensure the anonymization of the data. We have tried to minimize the amount of blurring so that computer vision algorithms would not be impacted. Patient faces and nude parts are fully blurred, while clinicians’ faces are only blurred around the eyes when wearing a mask, and fully blurred otherwise. A sample image is shown in Fig. 3 (left).

2.2 Annotations

This dataset contains annotations for clinical staff and patients. All persons are annotated with a full bounding box and staff who have more than 50% of their upper-body parts visible in at least one view are annotated with 2D and 3D upper-body pose keypoints. The 10 keypoints annotating the upper-body poses are shown in Fig. 3 (right).

To generate the annotations, we use a tool that displays all the three 2D views as well as the 3D point cloud, illustrated in Fig. 4. First, the annotator draws the 2D skeletons in all 2D views. To generate the 3D annotations, the 2D poses are back-projected into 3D using the depth information and initial 3D skeletons are computed by averaging all 3D skeletons across all views. We compute average 3D joint locations only among visible body joints. These initial
Fig. 2: Multi-view setup in a room from the Interventional Radiology Department at the University Hospital of Strasbourg.

Fig. 3: (Left) Illustration of the blurring process. The face of the patient, nudity and the eyes of the staff have been blurred. (Right) Keypoints of the skeleton used in the 2D/3D pose annotations.

3D skeletons are not always accurate due to depth errors and differences in 2D joint annotations among the views, which are in turn caused by the large visual differences due to cameras rotation angles and partial occlusions. The annotator is therefore required to then ensure the quality of each 3D skeleton by verifying the accuracy of its projections to all views and by updating its locations directly in 3D when needed. Examples of available 2D/3D annotations are shown in Figure 5.

3 Baseline methods

We briefly present the methods that we have evaluated on the MVOR dataset for 2D/3D pose estimation and for person detection.
3.1 2D pose estimation

**Deep3DPS** [7]: This is a part-based approach which relies on both color and depth images to perform human pose estimation. First, a deep convolutional neural network is used to detect body parts. Then, part detection score maps and depth information are used to perform exact and efficient inference in 3D. This approach is finetuned on another RGB-D dataset captured in the same OR.

**OpenPose** [3]: This is an open-source bottom-up method, particularly well suited for real-time detections in RGB images. A deep multi-stage and two-branch CNN jointly predict heatmaps and part affinity fields to capture body parts and pairwise dependencies between body joints. Keypoints are then assembled into skeletons through a bipartite graph matching algorithm. For the sake of comparison, we test both OpenPose with and without multi-scale testing. We also compare to the RTPose implementation [6] the previous software version of OpenPose, which shows better results.

[7] The public implementation used in the evaluation is available at https://github.com/CMU-Perceptual-Computing-Lab/openpose

[6] The public implementation used in the evaluation is available at https://github.com/CMU-Perceptual-Computing-Lab/caffe_rtpose
Fig. 5: Visualization of 2D and 3D ground truth from the MVOR dataset.

AlphaPose\cite{11}: This is an open-source top-down method for 2D pose estimation in RGB images. It performs human detection with Faster-RCNN and single person pose estimation on the extracted bounding boxes.

3.2 3D pose estimation

MV3DReg\cite{8}: This approach formulates the problem of human pose estimation from multiple RGB views in a two-step framework. The method first detects 2D poses in each view independently and then relies on a neural network to regress for 3D poses. In order to easily generalize to a new environment, the approach models the characteristics of the 2D detector used at test time and proposes to only rely on a set of plausible 3D poses to learn the 3D regression function.

\footnote{The public implementation used in the evaluation is available at \url{https://github.com/MVIG-SJTU/AlphaPose}}
3.3 Person detection

We evaluate person detection from RGB images with state-of-the-art convolutional object detectors, using only the detections corresponding to the person category, and with 2D pose estimators by extracting bounding boxes from predicted skeletons.

**Faster R-CNN**[12]: This is the third object detector of the R-CNN family[4]. It enhances the R-CNN framework by making the region proposal network fully convolutional. Deep features are used instead of the input image to select the region of interests with a sliding window approach. Then, a second network classifies and refines the bounding box for each region of interest.

**Deformable convolutional networks on R-fcn**[4]: This approach[4] introduces a new kind of convolutional layer that extends the sampling grid of each kernel by learning an offset for each weight. These layers are integrated into the R-fcn architecture[5], a fully convolutional two-stage object detector.

**OpenPose[3] and AlphaPose[11], from keypoints**: We first use the previously described OpenPose and AlphaPose approaches to detect the poses of the persons. We then compute bounding box detections by fitting a tight bounding box around each detected skeleton.

4 Results

In this section, we evaluate the state of the art methods described in the previous section for person detection and 2D/3D human pose estimation on the MVOR dataset. We also show a comparative study illustrating how these methods are affected by the blurring process. In the tables, we refer to the original (i.e., non-blurred) images with O and to the blurred images with B.

4.1 2D pose estimation

We use the percentage of correct keypoints (PCK)[10] to compare the baseline pose estimation methods. This metric measures the localization accuracy of the body joint, based on the scale of the person. To match detected and ground-truth skeletons, a tight bounding box is computed for each ground-truth skeleton from its keypoints. Then, for each ground-truth skeleton, we select the detection with the highest confidence score among the detections which have more than 30% of their keypoints in the ground-truth bounding-box.

Table 2 shows the results for AlphaPose, Deep3DPS and three versions of OpenPose. None of the 2d pose estimation algorithm is affected by the blurring process.

4 The AlphaPose implementation used in the evaluation is available at [https://github.com/MVIG-SJTU/AlphaPose](https://github.com/MVIG-SJTU/AlphaPose)

5 The public implementation used in the evaluation is available at [https://github.com/msracver/Deformable-ConvNets](https://github.com/msracver/Deformable-ConvNets)
$
\begin{array}{cccccccc}
\text{Head} & \text{Shoulder} & \text{Elbow} & \text{Wrist} & \text{Hip} & \text{Average} \\
O & B & O & B & O & B & O & B \\
\text{Deep3DPS} & 93.4 & 93.5 & 77.0 & 77.0 & 71.6 & 66.7 & 66.6 & 69.8 & 75.6 & 75.8 \\
\text{RTPose} & 91.1 & 91.0 & 88.8 & 88.8 & 74.2 & 67.5 & 57.8 & 58.1 & 56.7 & 73.7 & 73.8 \\
\text{OpenPose (default)} & 70.4 & 70.4 & 69.5 & 69.9 & 57.3 & 44.7 & 45.3 & 42.9 & 42.3 & 57.0 & 57.1 \\
\text{OpenPose (multi-scale)} & 71.0 & 71.2 & 70.3 & 70.6 & 69.7 & 60.2 & 47.6 & 47.9 & 41.9 & 41.6 & 58.1 & 58.3 \\
\text{AlphaPose} & 87.5 & 87.7 & 88.4 & 88.9 & 77.5 & 77.8 & 64.6 & 64.7 & 60.6 & 61.8 & 75.8 & 76.2 \\
\end{array}
$

Table 2: PCK results for Deep3DPS, OpenPose and AlphaPose on blurred (B) and original non-blurred (O) images.


$
\begin{array}{cccccccc}
\text{Shoulder} & \text{Hip} & \text{Elbow} & \text{Wrist} & \text{Average} \\
O & B & O & B & O & B & O & B \\
\text{One-view} & 14.6 & 14.4 & 30.4 & 29.9 & 27.2 & 27.3 & 35.6 & 36.1 & 27.0 & 26.9 \\
\text{Two-view} & 8.0 & 8.1 & 16.3 & 16.0 & 19.4 & 19.4 & 29.7 & 29.8 & 18.3 & 18.3 \\
\text{Three-view} & 4.9 & 4.9 & 10.0 & 9.9 & 10.6 & 10.5 & 14.4 & 14.3 & 10.0 & 9.9 \\
\end{array}
$

Table 3: 3D MPJP error in cm for MV3DReg on blurred (B) and original non-blurred images (O).

### 4.2 3D pose estimation

The evaluation results of MV3DReg are presented in Table 2 using the 3D mean per joint position error (MPJPE) in centimeters. We present the results per number of supporting views. The approach performs similarly on both blurred and non-blurred images, which is on par with 2D detection results. This confirms the hypothesis that the blurring process has a negligible effect on the performance of pose estimation approaches. These results also indicate that the localization error decreases as the number of supporting view increases. This demonstrates the great benefit of multi-view data for localizing body parts in cluttered environments.

### 4.3 Person detection

For person detection from object detectors, we use the standard metrics from COCO [9], i.e average precision (AP), along with average recall (AR$^n$) for a fixed number of $n$ detections. AP$^{\text{IoU}}$ is the average precision for a fixed intersection over union (IoU). AP is the average of AP$^{\text{IoU}}$ for IoU from 0.50 to 0.95, with a step size of 0.05. AR$^{\max_{\text{det}}}$ (with max$_{\text{det}}$ = [1, 100]) is the average of AR$^{\max_{\text{det}}}$ for IoU from 0.50 to 0.95, with a step size of 0.05.

For person detection from pose estimation, we choose to only report AP$^{50}$, because the extracted boxes are inherently smaller than the ground-truth and

---

Note that MV3DReg is using 2D detections from the OpenPose implementation.
Table 4: AP and AR results for person detection from two state-of-the-art methods: Faster-RCNN [12] and Deformable Convolutional Nets [4] on R-FCN [5].

<table>
<thead>
<tr>
<th>Method</th>
<th>AP</th>
<th>AR$_{IoU=0.5}$</th>
<th>AP$_{IoU=0.5}$</th>
<th>AR$_{IoU=0.5}$</th>
<th>AR$_{IoU=0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFCN-DCN</td>
<td>0.414</td>
<td>0.404</td>
<td>0.680</td>
<td>0.475</td>
<td>0.274</td>
</tr>
<tr>
<td>Faster-RCNN</td>
<td>0.523</td>
<td>0.504</td>
<td>0.802</td>
<td>0.586</td>
<td>0.574</td>
</tr>
</tbody>
</table>

Table 5: AP$_{50}$ and AR results for person detection using bounding boxes generated from the detected human poses.

<table>
<thead>
<tr>
<th>Method</th>
<th>AP$_{50}$</th>
<th>AR$_{IoU=0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTPose</td>
<td>0.364</td>
<td>0.371</td>
</tr>
<tr>
<td>OpenPose (default)</td>
<td>0.278</td>
<td>0.303</td>
</tr>
<tr>
<td>OpenPose (multi-scale)</td>
<td>0.268</td>
<td>0.291</td>
</tr>
<tr>
<td>AlphaPose</td>
<td>0.540</td>
<td>0.512</td>
</tr>
</tbody>
</table>

cannot intersect them completely, which leads to low AP$_{IoU}$ for IoU $> 0.5$. In the same manner, we only compute AR for an IoU of 0.5.

Again, the difference between the results on blurred and original images is very little. As expected, the average recall is always greater on original images. However, there is sometimes a better average precision on blurred images, since there are fewer detections due to blurring.

5 Conclusions

In this paper, we present and release a new multi-view dataset for multi-person detection and 2D/3D human pose estimation in a challenging environment, namely a modern operating room, which contains inherent visual challenges such as multiple occlusions. We also present the results of several recent baseline methods as well as a comparative study showing that the blurring process required for medical confidentiality only affects mildly the accuracy of detections. This dataset can thus be helpful to evaluate a detector’s ability to generalize to unseen configurations and color distribution and also to assess the performance of 3D multi-person pose estimation methods on real-world data.
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